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Energy constraints under growing workload demand
Limitations with single-metric optimization 
Failure of static scheduling in dynamic, heterogeneous environments
Need for adaptive, multi-objective, learning based scheduling

Scheduler

Introduction
Back to Agenda Page
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JOB JOB JOB
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Multi-objective scheduling
Jointly Optimization of performance-energy-accuracy

Back to Agenda Page

Contributions

Reinforcement learning-based scheduling 

Evaluation of proposed method
Across diverse workloads
Comparison with state-of-art heuristics
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Literary Review

Heuristic-based

Scheduling Algortihms

Back to Agenda Page

Machine Learning-based Evaluationary Algorithms

Priorization of metric
Difficulty on balancing
multiple competing
objectives
Lack of adaptability

Extensive offline training
Limitations of real-time
decision-making in
dynamic systems

High computational
overhead, less practical

ETF, SJF, FIFO etc. Decision Tree, SVM, etc. Particle Swarm Opt., etc.
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Literary Review
Back to Agenda Page

Reinforcement Learning-based

Q-learning, DQN, SARSA, PPO, 

Single-objective, especially performance
Energy-Aware RL
Multi-objective scheduling in heterogeneous computing

Scheduling Algortihms
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Methodology Back to Agenda Page

Characteristics
Workloads with Complex Task Structures
System-Level Constraints
Dynamic Resource Allocation
Online Decision-Making

Scheduling on 
Heterogeneous Systems

Reinforcement Learning
Approach

Rt

reward

Rt+1

Agent

Tj,Ci
actionstate 

St

Task Queue Cluster 1 Cluster 2 Cluster N

Environment

St+1
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Back to Agenda Page

State Space

Action Space

Proximal Policy Optimization

Multi Objective 
Proximal Policy Optimization

Problem Formulation
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Back to Agenda Page Reward Function

Problem Formulation
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Domain-Specific System-on-Chip
Simulation Framework (DS3) [1]

6 benchmark applications 6 different compute clusters

LITTLE (4)
BIG (4)
FF ACCELERATOR-1(4)
FF ACCELERATOR-2(4)
FFT(4)
VITERBI DECODER(1)

Experimental Setup
Back to Agenda Page

FF* : Fixed Function

Wifi Transmitter
Wifi Receiver
Single Carrier-Transmitter
Single Carrier-Receiver
Range Detection 
Temporal Mitigation

[1] Arda, S.E., Krishnakumar, A., Goksoy, A.A., Kumbhare, N., Mack, J., Sartor, A.L., Akoglu, A., Marculescu, R., Ogras, U.Y.: DS3: A
system-level domain-specific system-on-chip simulation framework. IEEE Transactions on Computers 69(8), 1248–1262 (2020)
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Integration of RL-Based Scheduler
to Simulation Framework

Experimental Setup
Back to Agenda Page

reset()

generate_tasks()
-Fill the injected jobs 

-Assign dependencies to tasks 
-Fill the ready_queue with head tasks

Scheduler 
Environment

Jobs
Tasks

Job Probabilities
...

get_obs()
Randomly choose the task

from the ready_queue

step()

update_ready_queue()
-Check the scheduled tasks

-Find the task with minimum execution time
-Mark the task as completed

-Remove the dependencies of its dependent tasks if ready_tasks
list is empty

else
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Integration of RL-Based Scheduler
to Simulation Framework

Cluster 0- LITTLE

Cluster 1- BIG

Cluster 2- FF ACC-1

Cluster 4- FFT

Cluster 3- FF ACC-2

Cluster 5- Viterbi Decoder

AGENT

Experimental Setup
Back to Agenda Page

selects an action CU-0 CU-1 CU-2 CU-3

checks for compute
units’ availability

earliest available
compute unit is chosen
for the execution of the

task

task execution

(masking, since the
task is not supported

on this cluster)
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Performance
Optimization

Experimental Setup
Back to Agenda Page
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Task execution times 
Communication

overheads

Energy
 Optimization

Energy model from DS3 

Accuracy
Optimization

Predefined accuracy
levels

Ranging from 0.8 to 1.0



Experimental Setup
Back to Agenda Page

Shortest Device Queue
Earliest Available Resource
Minimum Execution Time 
Earliest Finish Time (EFT)
Shortest Task First (STF)
Earliest Task First (ETF)
ETF - Load Balancing
Longest Task First

Time Prioritized

Earliest Task First - Energy
Earliest Task First - Power
Earliest Task First - EDP

Energy/Power Prioritized

Maximum Accuracy
Minimum Accuracy

Accuracy-Prioritized
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Results Back to Agenda Page
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Results Back to Agenda Page
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Results Back to Agenda Page

17
Performance-Energy-Accuracy

each weighted with 33%



Results
Back to Agenda Page

Our Approach
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Results
Back to Agenda Page

Our Approach

Up to 25% energy reduction
Maintains execution time within 9% of

the best heuristic
Max accuracy in accuracy-critical tasks
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 0.3 ms average decision-making time 



Reinforcement learning-based,
multi-objective scheduler

Effectively balances
trade-offs

Outperforms 
heuristic-based schedulers

Up to 25% energy reduction
Maintains execution time within 9% of
the best heuristic
Max accuracy in accuracy-critical tasks
 0.3 ms average decision-making time 

Enhancing scalability 
and robustness 

Efficiency
improvement

Dynamic workload
adaptation

Conclusion & Future Work Back to Agenda Page

Runtime scheduling
decision overhead

reduction
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Thank you!
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