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® The use of Deep Learning in Scientific computing is
increased with data volume and complexity massively.

® Massive investment in cloud and relevant frameworks
solves new problems and the total computing power in
the world has quadrupled due to Al engine deployment

e Big Data on top of Al and ML infrastructure, along with
clouds, is the new direction.

e Heterogeneity, high dimensionality, and complex
relationships between variables.

® An efficient scalable system is the key to handling these Hig oree

https://www.sciencedirect.com/science/article/pii/S2666675821001041

challenges.
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Prior Art: Cylon

A distributed memory data-parallel
dataframe is used to meet objectives. @
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Collective operations

Prior Art: PATHWAYS e
. IPDPS
Milano, Italy
June 3-7, 2025
Sharded ?;?2:;’; Program < Datacenter Network (RDMA) > A Gang scheduling
1 ‘ Client [ run program’
% ) o _,@
' Transfer subgraph @ %‘_J. Sl r. -
() Host (many per island) 5 ;
@ Resource Manager (global) Ac'celera.tor —)@
() Scheduler (per island) S';?vsa‘t"gth
ﬁ Executor (per device) inferconbacis

Model Components

e Pathways points the way to the direction of high-performance computing.
It provides a sophisticated execution environment for deep learning jobs.

Supports gang-scheduled dynamic and parallel asynchronous dispatch with conflict
resolution on interdependent resource/output sharing.

However, it is closed source and only compatible with Google core infrastructures.
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Prior Art: DASK, SPARK

e DASK and Spark Dataframe can
be alternatives to CYLON, but
CYLON Data frames
outperforms both in multiple
scaling operations.
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Prior Art: RAPIDS, RAY

® RAPIDS-cuDF is highly optimized for NVIDIA GPUs. GPU Cylon is in the
pipeline for scaling operations and Radical-Cylon is designed to support

GPUs.
e RAY provides a distributed runtime that can be an alternative to radical-pilot

as workflow engine. Cylon Integration with Ray will overcharge the
distributed processing. We do have plans to work Cylon on Rays in Future

Works.
® Ray's GPU support is restricted to scheduling and reservations where Radical

pilot has the flexibility to control underlying resources.
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Prior Art: Radical-Cylon

Radical function provides heterogeneous
execution with multiple data pipelines.

The design supports heterogeneous
resources (CPUs, GPUs).

Cylon join and sort distributed operations
can be executed in two different pipelines.

It solves the use batch execution which is

inefficient for heterogeneous data pipeline.

Data (pre/post) processing can be
implemented by reusing Radical Pilot for
workflow and Cylon for dataframes.

But Radical-Cylon does not have Deep
Learning pipeline.

" Milano, italy
June 3-7, 2025
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e Cylon faces limitations in solving the challenge of multiple data pipeline execution.

® |t requires an underlying execution environment, and batch operations are
performed as executables, hindering compatibility with heterogeneous execution.

® Forinstance, joining in one pipeline and ML inference in another is not supported.
The need for an underlying task-based execution environment is apparent.

® Resource management is predetermined, relying on SLURM-based allocation,
resulting in idle resources when a worker finishes a task, preventing their use for
other pipelines in runtime.

® Lack of seamless execution of deep learning jobs.
June 4, 2025



Proposed Research Solutions POPS
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* We propose Deep-RC, a task-based execution environment for Cylon where deep

learning tasks are executed as Radical functions.

* Resources are allocated to multiple tasks, controlled by the RP Scheduler.

* We have introduced Deep RC bridge for seamless execution of data preprocessing and
model inferencing jobs.

* To efficiently manage data loading in the Deep RC pipeline, the zero-copy data loader

uses several workers to retrieve and preprocess data concurrently.

* This design allows for the efficient scheduling, placement, and launching of independent
tasks across various compute nodes.

* |t enables the execution of model inferencing jobs in separate pipelines.
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Deep RC: A Scalable Data Engineering and =

Deep Learning Pipeline e

e Deep-RCis a scalable and modular runtime system o e -
that enables the efficient scheduling, placement, ® —————
launching and execution of independent s
heterogeneous tasks across heterogeneous
resources.  ADICALFim

e It avoids the overheads of launching multiple MPI Eilo APT ——
jobs by launching a single job and execute many i [Er—T T
MPI/GLOO/NCCL Python functions within.

e Cylon tasks take advantage of RP’s capabilities by wRmoren  (8)
executing multiple multi-node MPI/GLOO/NCCL g T T T O
functions efficiently. CmaNwet 1 |

e DL training/prediction, Cylon join and sort e I '
distributed operation can be executed in two | . "Mwmm

different pipeline.
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Deep RC Bridge POPS
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e Deep RC bridge, which allows data to Cylon Dot GLOO |_[ Viodd
. MPV/ oader nterrace xecution
be preprocessed using Cylon toor [»] @lon | [evon | L Lewr N7 oy Mlimertice | Hereen
: Ucx ol DF \ /Data loader
ictri Default Data NCCL Copy to Model
distributed data frames that operate or foult D NCCL | f Copy o], Model

top of MPI/UCX/GLOO and produce a
Cylon Global Table (GT).

e The global table, which may be zero-copied and translated to pandas and other data frame
formats, is used to create the distributed Cylon dataframe.

e Before batches are loaded into memory, data transformations and augmentation are frequently
implemented.

® The zero-copy data loader uses several workers to retrieve and preprocess data in
simultaneously, effectively managing data loading in the Deep RC pipeline.

e |t divides the workload among several subprocesses, each of which is in charge of loading a
section of the dataset, rather than depending on a single process to load data sequentially. By
preventing training bottlenecks, this parallelism makes sure the model gets data ASAP.
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Deep RC Workflow =
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Strong Scalinc EEES

® For strong and weak scaling, Deep-RC archives
expected behavior for heterogeneous data

Heterogeneous Execution: Weak and

Scaling with Heterogeneous Data Pipeline

400 { —@— Sort Weak Scaling

pipeline. —e— Join Weak Scaling
350 { —®— Sort Strong Scaling
e Heterogeneous tasks (4 join/sort ws/ss) on a —e— Join Strong Scaling

300 ~

single execution.

® We use 35M rows for weak scaling and 3.5B
rows for strong scaling with 40 cores/node.

® The scaling behavior of one data pipeline does
not impact the other and shows expected

250 ~

execution time (s)
- N
w o
o o

=
o
o

Weak scaling with 35M rows

scaling behavior. Strong scaling with 3.58 rows
® Resource allocation and releases did not create ° %o 4160 8320 10400 121480 16640

w
o

nodes | parallelism

any circular dependencies.
® Increasing parallelism adds communication
overheads; tasks are smaller.
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TFT 293.79 | 0.42 047 1.28 298.13
TimesNet 801.13 | 0.39 0.36 2.51 806.09
VanillaTransformer 264.57 | 0.46 0.51 1.43 269.18
TiDE 19.39 0.36 0.34 1.84 23.61

e We got the expected precision in all models and generated the results with 3 metrics (MAPE,
MAE, MSE) shown in Table-3.

e Deep RC smoothly supports both PyTorch and Tensorflow, we test the Tensorflow pipeline using
the Hydrology Model and the PyTorch pipeline using 11 models from Neuralforecast .

e Although the total execution times of the Deep RC and BM Deep Learning approaches differ by 1
to 5 seconds, training time is less and does not impact on prediction process.

e Aside from the comparable performance, we observe a constant overhead when using Deep RC
in strong scaling operations despite increasing parallelism.
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. We See CO n Sta nt Ove r h e a d S b etwee n 6 Table 2. Deep RC Execution Time and RP Overheads of different Neural Forecast and

Hydrology models with Training Task on R

ivanna.

to 8 seconds compared to a total time of

Forecasting GPUs  Execution Time Overheads
. . Domain ~ Model al00 80GB time (seconds) (tasks/second)
6482.24 to 14456.64 seconds which is T TeEBELET 13T
L. Sty EER 2 10216.52+4.26 4.13+1.6
Very negl|g|b|e. 4 6482.24 4513 5.01+£1.82
. . . Autoformer 2 189.15+3.23 3.56 £0.8
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. . . FOrSCst ek 2 806.09+4.84 4.6940.21
one Cylon join and 11 deep learning DeepAR 2 72324035 345%051
VanillaTransformer 2 269.18 +4.67 4.56 +0.33

inferencing jobs using an LSTM-based
Hydrology and NeuralForecast model.

. . Table 4. Performance Comparison of multiple pipelines with Deep RC and Bare Metal
o It S|gn|f|ca ntly decreased 75.9 d nd 3.28 Deep Learning(BM DL) with PyTorch and TensorFlow based models, runs on 2 al00s

seconds in both experiments, which is

80GB GPUs. For cylon job, it uses 8 nodes with 40 cores/node

important for inferencing tasks. Plocllne  Numben of Cylon

Type pipelines Task Task

DL BM-DL

Execution(s)

Deep RC
Execution(s)

® Because any commercial cloud platform  Hydroloey = o i

rencing| 21381.73135
rencing| 167.8454124

21305.83772
164.5677196

NeuralForecast 11 join infe
that manages thousands of requests
would be significantly impacted.
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e However, when we attempted to infer LLMs, the RP scheduler and resource
allocation module—had trouble assigning resources for Deep RC.

® To manage such jobs, a design modification incorporating multi-level parallelism is
necessary. This significant design modification will be presented separately because
we view it as a future work.

e The unified execution model depends on the Arrow engine, and there are multiple
scopes to optimize Arrow-based data queries.

e We plan to support all multi-tenancy requirements, e.g. prioritization, performance
isolation, and resource tracking in the future.
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® Deep RC offers an unified framework that simplifies model training, prediction, and
data processing under a centralized execution paradigm by tackling the challenges
of resource management and varied pipeline execution.

e The proposed design tackles the intricacies of resource management and
significantly decreased 75.9 and 3.28 seconds in both experiments, which is
important for inferencing tasks.

e This transformation introduces an efficient resource management and scheduling
framework that interfaces between the client and cluster nodes.

e Deep RC's versatility across a range of distributed tasks, including the capacity to
smoothly interleave client workloads, optimize deep learning execution pipelines,
and reduce computational overhead.
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